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**Abstract**

Review videos have become a powerful tool in shaping consumer perceptions and purchasing decisions on platforms like YouTube, TikTok, and Instagram. However, with increasing content competition, creating engaging videos that drive high audience engagement remains a challenge. This study proposes a system to predict the success of hotel review videos based on their spoken content using Deep Learning techniques. Textual data from video transcripts is processed using NLP methods such as TF-IDF, Word2Vec, and Sentence-BERT. Engagement metrics (likes, shares, comments) are used to generate success scores, which are predicted using Bi-LSTM and Transformer-based models like BERT and RoBERTa. Evaluated on real-world TikTok datasets, the system provides insights into how spoken content impacts audience engagement, offering a data-driven approach to optimizing video scripts before publication.
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**1. Introduction**

In recent years, video content has become a powerful marketing tool, especially in the travel and hospitality industry. Platforms like YouTube, TikTok, and Instagram have provided a vast space for hotel review videos, allowing customers to share their experiences and help others make informed decisions about hotel services. These videos offer an authentic perspective on service quality, enabling potential guests to assess aspects such as comfort, amenities, and customer service before making a reservation. However, with millions of videos uploaded daily, creating a review video that stands out, attracts attention, and achieves high engagement remains a significant challenge for content creators.

Among the many factors influencing the success of a review video, spoken content plays a crucial role. The way information is conveyed—through tone, word choice, persuasive language, and calls to action—can significantly impact audience engagement. However, crafting an effective video script is not straightforward, as different audiences have distinct preferences and respond to different linguistic cues. While some content creators produce highly engaging videos, others struggle to achieve similar levels of success despite delivering valuable information. This raises the need for a data-driven approach to understanding which linguistic elements contribute to a successful video.

This study proposes a Deep Learning-based system to predict the success of hotel review videos based on their transcribed speech. The system processes textual data extracted from video transcripts and applies Natural Language Processing (NLP) techniques, including TF-IDF, Word Embeddings (Word2Vec, BERT), and Sentence-BERT [1]. To forecast video success—measured through engagement metrics such as views, likes, comments, and shares—the research employs state-of-the-art Deep Learning models, including Bi-LSTM and Transformer-based architectures such as BERT and RoBERTa [2], [3].

The dataset for this study consists of real-world TikTok hotel review videos, where transcribed speech is analyzed alongside engagement metrics. The goal is to develop a predictive model that provides actionable insights for content creators, helping them optimize their scripts before publishing. By bridging the gap between linguistic analysis and video engagement prediction, this research contributes to the growing field of social media analytics, offering valuable applications in content marketing and hospitality industries.

**2. Literature Review**

The field of video success prediction has gained increasing attention in recent years due to the rapid growth of online platforms where videos are shared and consumed by millions of users. Researchers have explored multiple factors contributing to a video's success, including content, dialogue, sentiment, and audience engagement metrics. While traditional studies focus on video metadata such as titles, descriptions, and thumbnails, recent advancements have leveraged Natural Language Processing (NLP) and Deep Learning to analyze textual data extracted from video transcripts.

One significant application of NLP in video marketing is text-based sentiment and semantic analysis, where businesses extract insights from customer reviews, video transcripts, and social media discussions. Studies by Cambria et al. [4] and Liu [5] have demonstrated that sentiment analysis can help businesses understand consumer perceptions and engagement levels, thereby improving their marketing strategies. In particular, video review sentiment analysis allows companies to assess how customers react to a product or service, offering valuable feedback for service improvement.

Beyond sentiment analysis, deep learning models have been applied to predict the success of videos based on their spoken content. For instance, Mitra et al. [6] developed a deep learning-based system to forecast video success by analyzing dialogue sentiment, engagement patterns, and linguistic features. Transformer-based architectures such as BERT and RoBERTa have also been employed in text classification tasks to improve prediction accuracy in content recommendation systems [2], [3]. LSTM-based models have been particularly effective in analyzing sequential patterns in dialogue, capturing how tone, phrasing, and word choice influence audience engagement [7].

In the hospitality sector, hotel review videos serve as a key source of consumer feedback, reflecting customer satisfaction and expectations. By analyzing the sentiment, tone, and engagement patterns within the dialogue of these videos, businesses can predict the likelihood of a video's success and gain insights into consumer preferences. Previous studies have highlighted the importance of persuasive language and storytelling techniques in influencing audience engagement, suggesting that an AI-driven evaluation system could help content creators optimize their scripts before publishing [8].

This study builds upon these existing works by integrating state-of-the-art NLP techniques and Deep Learning models (Bi-LSTM, Transformer-based models like BERT and RoBERTa) to predict the success of hotel review videos based on transcribed speech. Unlike prior research that primarily focuses on metadata or sentiment analysis alone, this approach provides a more comprehensive, linguistic-driven prediction model for video engagement analytics.

**3. The Proposed Model**

* Definition of success score: Calculated based on engagement metrics such as likes, shares, and comments.
* Text representation methods: TF-IDF, Word Embeddings (Word2Vec, BERT, Sentence-BERT).
* Deep Learning models: Bi-LSTM, Transformer-based architectures (BERT, RoBERTa).

**4. Overview of the System Architecture**

* Data flow: from speech transcription to success prediction.
* Model pipeline: text preprocessing, feature extraction, training, and prediction.
* Integration with TikTok for data collection and validation.

#### **5. Experimental Results**

**5.1 Data Sets**

* Data collection from TikTok review videos.
* Preprocessing techniques: speech-to-text conversion, text cleaning, tokenization, and feature extraction.

**5.2 Model Performance Evaluation**

* Metrics used: Accuracy, Precision, Recall, F1-score, ROC-AUC.

#### **6. Result Discussions**

#### **7. Application Development**

#### **8. Conclusion**
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